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Abstract 
As more groups consider how AI may be used in the legal sector, this paper envisions how companies and 
policymakers can prioritize the perspective of community members as they design AI and policies around 
it. It presents findings of structured interviews and design sessions with community members, in which 
they were asked about whether, how, and why they would use AI tools powered by large language models 
to respond to legal problems like receiving an eviction notice. The respondents reviewed options for 
simple versus complex interfaces for AI tools, and expressed how they would want to engage with an AI 
tool to resolve a legal problem. These empirical findings provide directions that can counterbalance legal 
domain experts’ proposals about the public interest around AI, as expressed by attorneys, court officials, 
advocates, and regulators. By hearing directly from community members about how they want to use AI 
for civil justice tasks, what risks concern them, and the value they would find in different kinds of AI 
tools, this research can ensure that people’s points of view are understood and prioritized, rather than only 
domain experts’ assertions about people’s needs and preferences around legal help AI. 
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Introduction 
With the introduction of new generative AI models and agents, justice system professionals are cautiously 
excited about how AI might improve people’s ability to get and use legal help. In conversations among 
lawyers, court staff, and academics who work on the civil justice system, these domain experts discuss 
how AI’s advances might close the justice gap for people facing common problems like evictions, poor 
living conditions, debt collection lawsuits, divorce, and custody matters.1 2 Legal help AI might help a 
person spot that they have a legal issue, triage them to appropriate resources, guide them to free assistance 
and help them present and negotiate their case in order to get to a good resolution.3 

Along with these optimistic discussions of AI’s potential, domain experts also warn about how AI tools 
could pose risks and harms to the public, as well as to the justice system.4 5 6 7 Might the AI give people 
incorrect legal information that they rely on when making high-stakes decisions?8 Might AI tools be a 
second-class service, that those without resources use rather than supposedly higher-quality human 
services? 4 5 Or might people not be able to use AI tools because they don’t have reliable Internet access 
or technical knowledge to make use of them?4 

This debate about techno-optimism versus -skepticism about legal help AI is largely speculative. Those 
debating opportunities, risks, harms, and protections are domain experts (rather than community 
members), proposing possible versions of how people might access and use AI for legal problems, or how 
they might not access and how they might not use it. 1 2 3 4 5 6 7 8 The optimistic and skeptical domain 
experts both frame their discussion around the public interest and base their positions on their 
assumptions of the public’s behavior, capability, and preferences. Because generative AI is so new, there 
are few applications in the legal help domain, and domain experts have little beyond their own 
speculation to determine the actual opportunities and risks for legal help AI. 

This article balances this expert-driven approach with a community-driven one. When deciding what 
kinds of AI tools should and should not be developed, and what kinds of technical limitations, interface 
designs, and policies should be defined, experts’ speculation about the public interest should not be the 
only input. Rather, experts’ preferences and predictions about the public’s use of AI for legal help should 
be counterbalanced with data about the actual preferences and behavior of the public, especially 
community members who need legal help and would be in the potential audience for legal services. As 
policy governing AI in the legal domain is developed, community members’ perspectives should be 
included to ensure that these policies match the needs and realities of the community.9 10 

This article proceeds as follows. It reviews the burgeoning research and policy discussions about how AI 
can help or undermine community members’ access to the civil justice system.  Then it discusses the 
importance of participatory design research, which can ensure that technology development, investment, 
and policy-making is shaped by the potential users of the new technology, and not just professional 
experts.11  

The article then presents the survey and design session used to conduct exploratory, qualitative 
discussions with community members about whether they would use generative AI tools for legal help 
problem-solving, how they would behave, and what kind of interface, complexity, and guardrail designs 
they would prefer. The article presents the results from the interview sessions, highlights key themes and 
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insights that emerged, and concludes with the next steps for research and policy-making, as well as 
hypotheses to explore.  

This article offers empirical substance to the policy discussions about what people want from AI when 
trying to understand and resolve legal problems. Its initial qualitative research findings can be a blueprint 
for further extensive and ongoing research efforts that can inform the development of AI for legal help 
use cases, as well as the policies that determine what should be built, what behaviors and interactions 
should be guarded against, and what accountability mechanisms should exist to mitigate harms or punish 
violations. This initial research cannot fully inform development and regulation, but it lays out initial 
findings and research protocols that can expand to include more voices and gather input on forthcoming 
legal help AI models and applications. 

Background on Legal Help AI Policymaking 
Throughout their lives, individuals across the population encounter legal problems, or ‘justiciable’ 
problems, which affect their financial, housing, and family stability, as well as their personal security.12 13 
These problems include situations like debt collection, poor living conditions in their rental housing, 
evictions or foreclosures from their home, harassment or wage theft at their job, child custody and support 
issues, or difficulty accessing government benefits.14 Many people do not, or are not able, to resolve these 
problems using the justice system.15 16 12 13 14 They may not realize that this life problem has a legal 
dimension, and thus that a lawyer, court staff member, legal help website, or another help service could 
help them understand their options, make a plan, and come to a resolution.17 15 Or, they may try to reach 
out for help by calling a legal aid group, filling in an online intake form at a legal website, or showing up 
to a court help center, but then either be turned away because of a lack of capacity or only receive a 30-
minute service rather than substantial and ongoing help.13 

As new technologies have emerged over the past several decades, domain experts have spotlit how they 
might improve people’s ability to do legal tasks. Some of these tasks include spotting legal issues, 
understanding their options, finding free services, filling in important paperwork, preparing for hearings 
and negotiations, and coming to final resolutions.18 19 20 21 3 With growing awareness of generative AI, 
more domain experts have identified ways that AI might help people access justice and get legal help.22 23 
24 25 In this techno-optimistic way of looking at generative AI, domain experts imagine that people will 
find and use these technologies to improve their capacity to address their legal problems, access their 
rights and resources, and improve their life outcomes.26 

Techno-skepticism has emerged in response, with other legal domain experts imagining future consumer 
harms, poor justice outcomes, or worsened inequality if more AI was developed to help people deal with 
their legal problems. One common concern is that AI might produce hallucinations about legal rights, 
procedures, and rules that people rely on to their detriment -- e.g., losing a case, missing a key deadline, 
or having a claim rejected.27 Another speculative concern is that legal help AI might be developed in 
inequitable ways, with only people who have strong English and technology literacy able to benefit from 
it.4 5 6 7  

This growing debate between domain experts foreshadows more explicit policymaking around legal help 
AI in the near future. The discussions that now are happening in academic journals, industry conferences 
webinars, and trade publications will likely soon harden into policies that govern what kinds of legal help 
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AI is developed, what guardrails and limitations are built into models and applications, and what 
consequences are faced by those who offer or use it. These policies will likely be made by bar 
associations and courts that formally regulate the legal profession,28 29 professional associations that issue 
principles and frameworks that informally set out norms for legal providers,30 and the technology 
companies that choose whether and how to offer AI models and tools for legal help use cases. 31 32 

As this new wave of generative AI advances and expands, and new sets of formal and informal policies 
develop in response, there is one group that is not often present in the discussions about how AI might 
expand access to justice or increase legal help: the public. Apart from broad speculation about how people 
might want to use AI, how they would use it, and what they might get wrong with it, the discourse now is 
grounded in speculation about abstract community members rather than community members’ voices, 
actions, and proposals.  

In other policy domains, public participation in the development of new regulations, principles, and other 
policy initiatives has been recognized as a crucial way to develop more responsive, equitable, and 
beneficial policies.33 34 35 Groups working on AI development have developed initiatives to include more 
members of the public in the design, implementation, and regulation of AI.36 37 38 39 These groups have 
highlighted the need for more participatory policy-making as AI technology and regulation develop, 
which includes more consultations, testing, and collaboration with community members. Participatory 
policy-making shifts the focus away from domain experts and technology developers deciding what AI 
should be built, and what policies should govern how people use it.  Community members can help set 
the agenda of what AI should be built, how it could be made to be most useful, and what guardrails 
should be established to protect people from possible risks. 

In the domain of legal help AI, there has not been a shift toward participatory policy-making yet. In part 
because of how recently generative AI has become widely known among professionals and the public, 
there have not yet been consultations, academic research, design workshops, town halls, or other 
initiatives to hear from community members about whether or how they would want to use AI to address 
legal problems. Though there has been growing interest in community-centered methods to develop new 
legal services and improve access to justice broadly,40 41 42 there has not yet been a similar effort around 
community-centered legal help AI specifically. 

The Research Study Design 
In the Spring of 2023, my group at Stanford Legal Design Lab created a research protocol to initiate 
discussions, brainstorming, and feedback with community members about legal help AI. The group is 
made up of two lawyers who have worked on technology and service design projects to increase people’s 
uptake of legal help, and we were motivated to understand if the new AI platforms may better improve 
outreach and connection to help resources. At the Lab, we consciously try to stay in between techno-
optimism and -skepticism. Rather, we try to evaluate new technologies like AI platforms by 
understanding community members’ perspectives about whether there is value in this technology for legal 
help-seeking. To this end, we created a research protocol with qualitative research methods taken from 
design research, participatory policymaking, and human-computer interaction.43 11 42 The protocol also 
adapts scenario-based research protocols previously used to study how people respond to life problems 
that have a legal dimension, and how they may attempt to use technology to understand and respond to a 
legal problem.4445 
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For this study, we recruited adults in America who identified as having had a civil legal problem and were 
open to participating in an online interview about how they use the Internet to solve problems. We used a 
convenience sampling method to speak to various people during this initial, exploratory research about 
people’s approaches to generative AI, before we had any clear hypotheses about the topic. The 
recruitment was run through short advertisements on Craigslist and on Facebook, that directed people to a 
screening survey about their demographics, past civil justice problems, and their confidence in using the 
Internet to respond to life problems like landlord issues, problems with their employer, or a debt 
collection action. In June 2023, we advertised this specific study to the group of people that had signed 
up. The group received an email asking if they would be open to a 40-minute Zoom session about AI and 
legal help. Interested people were directed to a scheduling site to sign up for an interview session during 
June. 

The online interviews were conducted by one or two research team members, using a Qualtrics survey 
they showed the participant through a shared screen. The lead team member asked the survey questions 
and typed in the participant’s responses. The interview had 4 parts: (1) a review of the research study 
before the participant consented to continue, (2) background questions on the person’s legal capability, 
technological capability, and experiences with AI, (3) a scenario exercise in which the person used an AI 
tool (in this case, Bard) to respond to an eviction notice, and (4) questions about the person’s experience 
with the tool, feedback, and brainstorming about how to improve it, and preferences around the ideal AI 
tool for legal help. During the third part, the participant was given a fictional situation in which they lived 
in an apartment for 4 years and just arrived home to find a notice on their front door from their landlord 
that said they had to leave in 2 weeks or that they would be sued for eviction. The participant was then 
directed to share their screen, open Google Bard, and talk aloud while they used it as if they were 
experiencing this fictional situation. 

The study was designed in order to gather people’s expressed preferences about whether and how they 
would use an AI tool like Bard or ChatGPT to respond to a legal problem, and then also to observe their 
actual behavior when using it. In addition, the study was designed to engage the participant in co-design, 
so that they would propose changes to the interface, content, policies, or other parts of the tool or the 
underlying model so that the AI would better suit their needs and prevent possible harms, from their 
perspective. By having participants engage with the AI tool to try to solve a problem (even if it was 
fictional), the participants were able to give detailed, specific feedback about how the AI could be 
empowering and valuable to them, or how it could be harmful or irrelevant. The session could elicit more 
concrete feedback about the level of complexity versus simplicity that the person wanted from the AI 
tool. With complexity versus simplicity in regards to explanations of how the tool works (the reasons why 
it is giving the responses that it gives) and explanations of legal rules, procedures, and services that it 
mentions in its responses. 

The interviews contained a mix of structured multiple-choice and slider questions, along with open-ended 
conversational questions. Structured questions were meant to make participants express their preferences 
and feelings about AI tools in defined ways. For example, participants were asked questions like “On a 
scale of 0 to 6, How much would you trust what an AI tool like ChatGPT would tell you, especially 
around the [legal] problems we've talking about?” and “Would you rather the AI tool show you 
explanations about why it's giving you those answers? Or that it would just tell you its answers? Please 
tell me where on this scale of 0 (simple) to 6 (complex) you prefer.” These structured questions covered 
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pre-existing feelings towards generative AI and towards the legal system, then also the feedback on the 
specific AI tool interactions they had while trying to use it to solve the fictional legal problem, and 
feedback on a series of brainstormed ideas about what might improve the AI. The quantitative results that 
emerge from these structured questions can help categorize the different participant types and make the 
feedback more structured. 

The open-ended conversational questions allowed the participants to express their detailed feelings and 
ideas about AI. For each structured question, they were given a follow-up open-ended question to gather 
more information about their rationale, previous experiences, ideas, and questions. The study deliberately 
included many open-ended questions in order to elicit as much information about people’s thought 
processes, preferences, trust, and feedback, because people’s relationships with generative AI is so new. 
We did not want to rely only on multiple choice and slider or scale questions, because they would not 
give us an understanding of why participants answered in the way they did. This research project is 
exploratory, to identify how people think about AI, what they trust, and how simple or complex they want 
an AI tool to be. Open-ended qualitative survey questions provide us with a clearer understanding of 
people’s feelings and thought processes, so we can identify common categories of AI tool users and their 
requirements, needs, and preferences for AI for legal help. 

Participant Population 

We had 15 people sign up for and participate in online sessions. All participants completed the session, 
and no one skipped any question or section. Of the 15 participants, 6 were male and 9 female. Seven 
participants identified as white, 4 as Asian, 2 as Black or African American, 2 as Spanish, Hispanic, or 
Latino. Participants were from California, New York, Maryland, and New Jersey. Six reported that they 
lived in a large-sized city, 8 in a medium-sized city, and 1 in a small city. Two were in the 18-25 age 
range, 2 in the 26-34 range, 9 in the 35-54, and 2 in the 55-64. One participant reported speaking English 
as their second language, and the remaining 14 spoke it as their primary language. One participant 
identified as having a disability, and the remaining 14 did not. Eleven participants reported a combined 
household income of $100,000 or above; 2 reported an income in the $90,000 range; 1 in the 60,000 
range; and 1 in the $50,000 range. Professions ranged from HR consultant, to accountant, to high school 
teacher, to administrative assistant, to office manager, to payroll clerk, to construction management. 

See this table of the participants, with a key that will be used throughout the next section. 

Particip
ant 

Age 
range Education Income Profession Race/Ethnicity Sex 

Disabil
ity? 

Primary 
Language 

1 26-34 Professional Degree 100,000+ Unemployed Asian Male No English 

2 55-64 Masters Degree 100,000+ 
Management 
Consultant White 

Fema
le No English 

3 35-54 
4-year college 
degree 100,000+ Options Trader White Male No English 

4 18-25 
4-year college 
degree 100,000+ Masters Student Asian Male No English 
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5 35-54 
4-year college 
degree 

90,000-
99,999 Payroll clerk 

Spanish-
Hispanic-Latino 

Fema
le No English 

6 35-54 
4-year college 
degree 100,000+ Executive assistant White 

Fema
le No English 

7 35-54 Some College 
60,000-
69,999 

Administrative 
Assistant Asian 

Fema
le Yes English 

8 35-54 
4-year college 
degree 100,000+ Sales manager White Male No English 

9 26-34 Some College 
50,000-
59,999 HR generalist 

Black-African-
American 

Fema
le No English 

10 35-54 
4-year college 
degree 100,000+ Business analyst Asian 

Fema
le No Not English 

11 18-25 Some College 
90,000-
99,999 

Construction 
management White Male No English 

12 55-64 
4-year college 
degree 100,000+ HR consultant White 

Fema
le No English 

13 35-54 Masters Degree 100,000+ High school teacher 
Spanish-
Hispanic-Latino Male No English 

14 35-54 
4-year college 
degree 100,000+ Accountant White 

Fema
le No English 

15 35-54 
4-year college 
degree 100,000+ Office Manager 

Black-African-
American 

Fema
le No English 

 

We asked participants about their confidence in being able to solve a legal problem, and their confidence 
in using the Internet to solve life problems. These self-assessments helped us understand our participants’ 
legal capability and technical capability. Participants generally assessed their legal capability at 2.9 on a 
scale of 0-6, with a standard deviation of 1.3. Participants rated their ability to use the Internet to solve 
life problems at an average of 4.5, with a standard deviation of 1.4. All participants reported that they 
used the Internet frequently to get answers to problems they are dealing with. On a scale of 0-6 to assess 
the frequency of using the Internet, the average rating was 5.5, with a standard deviation of 0.7. 
Generally, the participants tended to be frequent Internet users, with medium to high confidence in their 
ability to find answers to life problems online, and slightly less confidence in their ability to address legal 
problems that might arise. 

As this was a convenience sample that was recruited via social media ads in English, the participants do 
not represent the US public. There is an underrepresentation of people above 64, of lower income 
brackets, of limited English proficiency, of limited technological capability, and coming from rural 
backgrounds. Our team acknowledges this underrepresentation and recommends that future research 
studies (whether they be short surveys or qualitative sessions) employ sampling techniques and research 
protocols that ensure sufficient representation of the adult public. In our findings and discussions, we 

Electronic copy available at: https://ssrn.com/abstract=4582745



8 

present the results only as indications of what these specific participants did and expressed. These 
particular people’s preferences, behaviors, and ideas can help us shape future hypotheses, research, and 
design efforts, but they should not be taken as representative of the broad US public. 

 

Findings of the Interviews 
This section presents the responses and behaviors of the 15 participants in the study. The subsequent 
section will discuss the responses, particularly the more qualitative answers, in greater depth to explore 
the insights, hypotheses, and patterns that the research team took away from the findings. Both sections 
should be read with awareness of the limited sample of people, who (while diverse in gender, race, and 
professional background) tended to be very familiar with using the Internet for problem-solving and 
tended to have household incomes around $100,000 or more. 

The findings can be grouped into three main topic areas: (1) how participants understand and think about 
generative AI (especially regarding life or legal problems); (2) how they interact with and assess an AI 
tool to address a particular legal problem; and (3) what the AI tool presents back to the participant. The 
findings include both the quantitative responses that participants gave when asked to rank the AI tool on 
scales of 0-6, as well as qualitative responses they used to explain their quantitative ranking. In this early 
study, our research team had only a basic coding framework, of whether the participant was positive, 
negative, or neutral to the AI platform. Both team members were present for the interviews, and came to a 
consensus on the basic coding, and also flagged certain qualitative responses that seemed to present 
interesting insights or hypotheses. We expect future studies to have more detailed coding, based on some 
of the patterns and hypotheses below.  

1: How Participants Understand Generative AI 
All participants demonstrated an understanding of what AI is and how it works, even if they did not agree 
on its trustworthiness or value. The survey asked participants to explain what ChatGPT or a similar AI 
tool is like, as if they were describing it to a friend who wasn’t familiar with it. Participants showed an 
understanding about how generative AI works, with descriptions like the following. 

I ask the question and it pulls information from all over the Internet to give me a specific answer 
(P13) 

It’s like a 24-7 personal assistant that you can utilize for personal and business use (P9) 

People describe it as a really strange thing where we get answers for everything. People are kind 
of worried about it, that it will take over everything. (P6) 

Like the robot in Space Odyssey HAL: it's a computer program that learns from what you and 
other people type, and it uses that dataset and is able to have a conversation with you. (P3) 

The survey followed up with a question asking the participant to compare generative AI to something 
else, as in a metaphor or analogy. The most common comparison was to Google Search. Participants 
thought of AI tools in comparison to a search engine, often explaining that AI performs a similar task to 
search engines but does so in better ways. 
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It's an advanced form of using a Google Search. You can ask more specific questions and get 
more specific answers. (P12) 

It's very quick and easy to ask questions, get suggestions and a detailed answer. I would compare 
it to Google Search. But you don't need to browse through search results. You type the question 
you have and it compiles & answers in 1 response. (P10) 

It's like using Google but having a conversation with you.(P4) 

Participants did differ in their assessment of whether AI was a good or bad thing to use. Two participants 
expressed reluctance to engage with AI, both based on a concern about data privacy, tracking, and future 
ways that the AI or the companies that run it might harm them. One of the skeptical participants (P2) 
explained her hesitancy around AI, saying “All the things I'm reading about it are terrifying. I don't want 
to start creating my own personal trail of use on AI. There's a lot of history of tech companies over-
harvesting data. I might think I am just sharing one piece of data, but then I'm authorizing it to access all 
kinds of my data. I'm not willing to go there at this stage.” She added that the AI tool would only be 
valuable if it gave her very specific information, but that she was not willing to share her specific details, 
background, and location with the tool in order to get its specific guidance. The second skeptical 
participant (P15) had similar concerns. She explained: 

I'm on the fence on it. I want it to know and understand me, my thought process. But then I don't 
want it to know all of that. It's like going down a rabbit hole. You want things to be easier, but 
then things have to understand you, and you're letting them into your personal life or mind. … 
There's no middle ground. It has to record the data and store it. Who is the big brother behind the 
data watching it? Can they use it to affect my life in some other way?.. How might it bite you in 
the ass later on? (P15) 

Aside from these two skeptical participants, others were generally positive about AI and its value to them. 
Several participants mentioned that AI is at its beginning stages, and said that they would be wary of how 
reliable its information would be as the platforms roll out. At the start of the survey, participants were 
asked to rate how much they would trust what an AI tool like ChatGPT would tell them about a life 
problem like their employer not paying them, their landlord harassing them, or how to figure out child 
custody. Participants reported that they would have medium levels of trust, with explanations like “I don't 
think AI is ready to give legal advice. It is too early” (P3), or “I trust it somewhat. The info is legitimate. 
But I know there are holes in using AI. I have used it before and gotten partial info. It's still not a 
complete system” (P12). On average, participant reported a 2.7 out of 6 trust rating, with a standard 
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deviation of 1.7.

 

Figure 1: Reported trust of an AI tool, before using a tool 

 

2: How Participants Interact with & Assess an AI Tool 
As we observed participants use the AI tool Google Bard to deal with a fictional scenario of receiving a 
warning notice about an eviction, we observed how participants used the tool, what they said about it, and 
how they assessed the value of the tool after finishing their interaction with it. 

Participants were allowed to use Bard for as much or as little as they wanted, to respond to the fictional 
scenario. They were instructed to pretend they were sitting in their living room, after having received the 
2-week warning notice about an eviction, and use Bard as much as they would like to deal with the 
problem. A few participants reported that they would not use an AI tool like Bard if this scenario was 
really happening to them. For example, P15 said she would not use an AI tool, but rather “I'd call 
whoever put that notice on my door. I want to understand where it came from and what I can do about it.”  
P2 similarly reported that she wouldn’t turn to technology, but that if she received an eviction notice, “I 
would talk to building neighbors, talk to tenant union, housing rights committee, attorney colleagues.” 

Most other participants, though, reported that they would go online as an initial step to deal with an 
eviction notice. They reported that they would usually go to a search engine like Google or directly to 
their city or state government’s webpage to find resources. They reported that if they were to use an AI 
tool like Bard, they would likely follow up the AI interactions with going to a search engine to find more 
information, or going to the websites and organizations the AI tool mentions to get more information and 
services. 

Participants who had not used an AI tool before tended to enter prompts as if they were using a search 
engine. They entered a few words to get information from the AI tool, like: 

“Tenant rights” (P15) 
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“Landlord issues” (P14) 

“Evicted by landlord” (P10) 

Five of the participants, all of whom hadn’t used AI tools, before only entered in one prompt and stopped 
after this interaction. Other participants, though, entered a series of short prompts, gradually getting more 
specific. For example, P13 went through the following six prompts while interacting with Bard: 

received an eviction notice what can I do?   

california state eviction law 

Alameda Eviction laws  

Alameda relocation assistance 

Legal help for eviction notice 

How do you apply for the relocation assistance for alameda county 

He explained that he used the response from each prompt to then know what follow-up prompt to ask for, 
gradually figuring out what his options were and then asking the tool to give more information about 
these possible actions. This behavior was the exception, though. Most novice AI-users tended to enter a 
general prompt that phrased their situation into a few words, did not include their issue, and did not ask 
the AI tool for anything specific. 

Participants who had used AI tools like ChatGPT and Bard before tended to enter more detailed prompts, 
that asked the tool a specific question. 

I've an official legal document from my landlord that I have been evicted. What legal recourse 
do I have? (P12) 

I would like to get in touch with a legal aid organization to assist me with what I believe is an 
illegal eviction (P12) 

Can my landlord evict me in 2 weeks california? (P5) 

Where do I go to file against an eviction notice in Maryland (P9) 

Experienced participants tended to use multiple prompts. Even in their first prompt, they explained that it 
was important to put their location and details about their scenario. Then in subsequent prompts, they 
would ask about more details and follow-up from the tool’s answers.  The experienced participants were 
comfortable rephrasing their prompt if the first answer didn’t produce information they found specific or 
actionable enough. 

Participants did not explore the interface and options that Bard offers, aside from the question-and-answer 
parts of the tool. They did not try out features that would let them refresh the tool’s answer to see if it 
would answer differently. They did not try out the “Google It” button that would let them see related 
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Google searches and explore those results. Participants also did not engage with sidebars or menus. Their 
sole focus was on the box where they could type a prompt and the response that the tool generated. 

After using the AI tool to respond to the legal problem scenario, participants were asked assessment 
questions about the tool’s value, and they were also asked to propose changes that could improve the 
tool’s usefulness. Generally, participants found the tool to be helpful. When asked to rate the helpfulness 
of the tool on a scale of 0-6, the average rating was 3.6 with a standard deviation of 2.1. 

 

Figure 2: Post-scenario rating of the AI tool’s helpfulness, on a scale of 0-6 

They explained that they rated the tool as helpful because it seemed to quickly understand the scenario 
and intent that they were prompting it with; it provided clear, straightforward answers to the prompt; and 
it seemed to be providing accurate, detailed information that the participant could use to take action to 
address the problem. 

It's pretty easy and straightforward. I didn't know it could do stuff like this. It's crazy, 
compared to where things used to be. It was extremely helpful. It gave me exactly the answers 
I was looking for. It understood it from the get-go. (P13) 

The results are more simple. Google [Search] can be very overwhelming with results. 
Compared to what I'm used to, it's a lot more digestible and easier to read. (P5) 

It was extremely helpful because it gave me a better understanding prior to asking the 
question. Prior to this, I didn't know anything about the topic, but now I know -- 2 weeks could 
be possible, my landlord might have a right, and I need to search further to know what I 
should do for this eviction. (P14) 

Bard's useful because it outlined the criteria about whether a notice is valid. The landlord 
didn't give me a reason for the eviction, so it's not valid. Also, the number of days the landlord 
gave doesn't seem correct. I'll use this to write a letter to the landlord. (P10) 
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I like the way it looks, it's very easy to read, it's very cut and dry. Very direct. It's good advice, 
because it takes a long time to figure out about eviction. Legal aid sites come up. This is 
awesome. This is the stuff that comes up when I Google, what I've seen before. But this is 
awesome that it's all right here on one page. And the way that it's not cluttered, Google has 
this, this this, it's so overwhelming and cluttered. This is all that you need in one stop. This 
would help a lot. It was awesome. I loved the way it looked, I loved the direct answers. (P6) 

Some participants, especially those who were new to using AI tools and had only put in 2-word phrases 
into the AI tool’s prompt, complained that the tool was not as helpful as it could have been, because it 
gave too generic content that lacked actionable, local detail. 

I'd say 3 out of 6 in terms of helpfulness. Because it wasn't really giving anything really 
useful. It was very basic, and I still have to do searching through that, to go to Google. It's just 
a starting point. It's not getting me where I need to go to the finish line. The Google Search has 
triggers to help you think what questions to ask, and find the answer. This just gives you a 
basic Wikipedia like page, with no clickable links. (P15) 

The tool was somewhat helpful. It gave me some insight to the fact there are forms to fill out, 
agencies to explore, it gave me a starting point. But I still have a lot of questions. (P12) 

Participants were also asked about how much they trusted what Bard told them, on a scale of 0-6. The 
average trust rating was 4.2, with a standard deviation of 1.8. This was a substantial increase from the 
prospective level of trust that participants reported that they would have of an AI tool, before going 
through the scenario exercise. Before using Bard, they had an average trust rating of 2.7, and it went up to 
4.2 after using the tool. 

 

Figure 3: Trust of Bard, after using it, on a scale of 0-6 
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When asked to explain their trust rating after using the AI tool to address the legal problem, many 
participants discussed how the presentation and specificity of the tool made it seem trustworthy, as did 
mentions of government or legal organizations that seemed familiar to the participant. 

I completely trust it. It gave me factual information and it gave me state-run website that I'm 
familiar with. It didn't send me anywhere spammy or anything. (P9) 

In this case, I trust the response 5 out of 6. Mostly because it is literally showing me what I 
already thought, my priors. Nothing about it felt wrong. It didn't get so specific and start citing 
case laws that I had to start questioning it. It was specific to the state I'm in. If it did have 
citations, it would take it to completely trust, 6 out of 6. It's completely believable and in 
accordance with my own knowledge. (P8) 

Other people also mentioned that because the AI tool was run by Google, they trust it more. The trust that 
they have towards Google as a search engine was transferred over to the AI tool. 

I trust it, I imagine it took the information from legal and attorney websites. I think that 
Google has a large amount of information. When I ask the question, I'm sure it pulls the 
information from the results it has. I'm assuming it's valid and credible information from either 
court websites or law firm websites. I've never had an experience when Google gave me 
inaccurate information. (P5) 

Google is reliable, everything in the world is fake and you need to do due diligence but I trust 
that on Google I would reasonably find what I'm looking for is trustworthy. (P15) 

Participants also answered questions about what made the tool valuable and helpful, what it was missing, 
what frustrated or concerned them, and what they would change about it. The primary complaint and 
frustration reported was the lack of hyperlinks, citations, and sources. Participants often commented that 
they felt the information was right, because it made reference to details or organizations that seemed 
familiar and legitimate to them.  

But even with this sense that the information was right, participants still were frustrated that they did not 
get citations about where the information came from, and that the specific statutes, cases, organizations, 
forms, and legal claims that the tool mentioned did not have hyperlinks to let the participant either verify 
that they were real and applicable, or that would let the participant immediately go to that thing to take 
action. 

I want links to the organizations, and to the regulations it's citing. I don't want to take Bard's 
word for it. I might look more into the organizations. I probably would stop here. It gave me 
the information I wanted, even if it didn't give me the citations. I want citations because I 
know from my experience that they often produce made-up or incorrect info. I wouldn't trust it 
unless there was a link to the government or one of these organizations. (P1) 

Nearly every participant complained about the lack of hyperlinks within the answers, as well as the lack 
of citations or websites to find more information at the end of the tool’s response. These 2 changes were 
the top suggestion for improvement. The other frequent request was for a feature akin to “People Also 
Ask,” in which the tool would suggest follow-up prompts that the person could ask or engage the person 
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in conversation to teach them how to ask more specific, effective prompts. Several people, especially 
those new to generative AI tools, remarked that they felt like the tool should be able to get them helpful, 
specific responses, but that they didn’t know what prompts to enter that could get them this information 
they desired. 

Participants were also asked about their preferences regarding simplicity versus complexity in what the 
tool presented them; if they would want more detailed explanation about how the tool functions; and if 
they would want a stronger message about the dangers of using the tool for legal questions. Several 
participants reported that they wanted the AI tool to offer very simple responses, at about the length and 
structure of Bard’s current responses, but with the option to explore more detail made clear. When asked 
how much explanation they would want from the AI tool about why it’s giving them the answers it does, 
on a scale of 0 to 6 the average rating was 2.9 with a standard deviation of 1.7. The value of the tool was 
its synthesis of many different sources and kinds of information into one executive summary. 

I don't want to read a whole novel. I want the Cliff’s Notes. But if it's really interesting, or I 
want to know more, I can get the detailed version. (P15) 

I want in between simple and complex. I don’t want to be overwhelmed. Give me more info 
like about what specific forms to fill out, not just to go fill out a form. (P12) 

Keep it as it is, then people can go to blogs and more complex things down the line. Give it 
straight on one page, don't mess up that first page, how direct it is. (P6) 

I like simple. That's the whole point of this. Otherwise I could do a Google Search myself for 
extensive results and information. (P5) 

Several participants identified themselves as being “more is more” in regards to information when trying 
to solve problems like a legal one. They said they would have multiple tabs open at once, and read 
through as many experts’ articles and people’s shared experiences on social media to find their own 
strategy and begin taking action. Even these participants said that the AI tool should remain similar to its 
current interface design and complexity level for most people, but that it should have extra options for 
power users to dig into more legal context and also technical context. 

Show me more, show me why you did this, show me your citations, show me your confidence 
rating (99.8 percent, 35 percent). I'm familiar with statistical analysis. I'm always of the opinion 
that more is more, give me all of it. The legal citations that should be in the main box, the top-
level, for everyone’s answer. Then the more technical jargon, the stats, the where it pulls info 
from, should be an additional option. That could be a subscription, Pro option to get all of that 
stuff. (P8) 

Aside from this participant, most others said they would not want to know technical details about the AI 
tool’s operations. Rather, the complexity that they would appreciate would be about more specific steps 
that the participant could take, or the citations that would verify the information that the tool was 
providing. As one participant said, “Just give me the answer. I don't want to hear your explanations 
behind it. But I do want to know where you got it. Is it factual or true? Where did you get that from? But I 
don't want explanations” (P15).   
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When asked about the value of warnings not to use the tool without consulting a lawyer, participants had 
mixed to negative reactions. On a scale of 0 to 6, participants rated the value of such a warning at 2.6, 
with a standard deviation of 1.9. Several participants said that the warning was not needed because it 
should be obvious to people not to rely on AI for anything akin to legal advice. Other participants reacted 
negatively to the idea of a warning about not using the tool for legal advice. 

Don't warn me about lawyers. Most people don't have money. They also don't have time to look 
for an attorney and wait for an appointment. AI is quick, it gives the answer straight away. (P10) 

I don’t want that. If the tool warns me about needing a lawyer, I'll have a lot more doubts. It 
might be useful, but then I'll have to be careful. (P14) 

What kind of information are you giving me that I would have to talk to a lawyer? What? (P15) 

Participants tended to rate the legal advice warning disclosures as low to medium helpfulness, either 
because they felt it was redundant and obvious, or because they felt it was counterproductive or would 
give them a sense of doubt about the AI tool that they preferred not to have to deal with. 

3: What the AI Tool Presents to the Participant 
The research team noted down what the AI tool Bard presented to the people in response to their prompts. 
In only 2 instances did the tool give a non-answer response, in which it declined to give any information 
back with an explanation like “I'm not able to help with that, as I'm only a language model.” For every 
other prompt, the tool did return a response to the participant. 

These responses tended to follow a similar structure. The pattern typically was as follows: 

- An empathetic first sentence, like “I’m sorry that you are dealing with this,” or “Problems with 
your landlords can be stressful.” 

- A succinct answer or statement to the question or situation that was posed in the prompt. In some 
cases, this was a statement of what the law says about how long a landlord has to give a tenant 
with a warning notice, what the steps of an eviction are, or what actions a tenant can take if 
worried about an eviction. This often is presented in a bullet point or ordered list. 

- After this answer, the tool often recommends talking to experts like lawyers or government 
agencies to find out more details, and explore exactly what the best option might be. 

- The tool typically concludes with a list of organizations that could have websites to read more, or 
services to help the person. These are not hyperlinked, but presented as a list of names. (Note that 
during one of our last sessions at the end of June, Bard apparently changed its interface design 
and began including links and image previews of websites that it mentioned. Before this change, 
there were no links or images in its responses.) 

When asked by a participant about what legal precedent could support a tenant who wanted to fight back 
against an eviction notice, the tool presented a list of cases and statutes that the participant could reference 
as precedent. The research team noted down these cases, but could not find any record of them during 
subsequent searches of case law. The statutes, however, did exist as referenced by the tool, and did relate 
to tenant protections against eviction. 
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The tool frequently did mention specifics, including telling people the specific amount of warning time 
that a landlord in their state should give their tenant before filing for an eviction, and the specific kinds of 
motions and pleadings that a tenant could file to challenge an eviction in court. The tool seemed to give 
these specifics if the prompt asked for things like “can landlord tell me to leave in two weeks?”, “Where 
do I go to file against an eviction notice in Maryland?”, or “How do you apply for the relocation 
assistance for alameda county?” These specific prompts, that include jurisdiction, and a request to explain 
whether something is legal or not, or what the legal procedure is, tended to elicit a very specific, detailed 
answer from the tool.  

When participants used short, general prompts, like “landlord issues” or “tenant rights”, the tool 
responded with a general answer, that did not go into specifics about timelines, process, requirements, or 
laws. Our team also observed that the AI occasionally misunderstood the person’s situation when the 
prompt was shorter, and that the tool responded with information that may not have been relevant (even 
though the participant was not aware of this). For instance, some participants mentioned in their prompts 
that they were being evicted. The tool then understood this as if a lawsuit had been filed against the 
person in a formal eviction suit, and gave steps for the person to respond with motions, defenses, or other 
court-centered strategies. The participant did not necessarily understand, nor did the AI, that the letter on 
their door was a notice of a possible eviction, but not a formal legal eviction action, and so their legal 
options in court, or in an informal resolution process, would also be different. The tool did not ask any 
follow-up questions about the person’s situation or the timeline of interactions. 

Our team noted down what organizations the tool recommended people contact next. The tool most often 
recommended people to seek help from the National Low Income Housing Coalition (NLIHC). The tool 
also recommended participants to go to HUD, Lawhelp.org, the Legal Services Corporation, local bar 
associations, and statewide housing and consumer protection agencies. The tool did not recommend or 
link to any commercial services. It did not include any apparent paid advertising. 

Discussion of What People Want & Need with Legal Help AI 
The findings from this limited sample of adults point to hypotheses for further research, policymaking, 
and tool development. Though the findings do not offer conclusive evidence about how people will use 
AI tools for legal help scenarios, they do indicate some patterns that future surveys, interviews, 
observations, and townhalls might explore, to determine how prevalent and impactful they are. 

Hypothesis 1: People will use AI tools like Bard and ChatGPT to deal with life 
and legal problems with increasing frequency and prominence.  
The majority of our participants indicated that they found the AI tool helpful in the legal problem scenario 
and that they would be likely to use it if they encountered future scenarios in which they needed 
assistance. Most participants found value in the tool, especially once they were able to devise prompts 
that elicited specific statements of rights and the law, procedural guides, and referrals to other groups that 
could help them.  

The AI tool Bard’s current responses were in sync with the kinds of content and presentation that people 
found valuable. The executive summary style of content fit with the need of having a short attention span, 
and wanting to get a sense of control about the problem area they were in. In particular, people 
appreciated three kinds of information: 
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- Statement about the law applied to this situation. Frequently, participants wanted the AI tool 
to tell them if another person’s actions (in this case, their landlord) were legal, and if they had any 
rights or recourse within the legal system. The participants wanted this statement to be as 
authoritative as possible, so that they could use it as a reference point in conversations, calls, 
letters, or lawsuits with the landlord, or with the court. 

- Proceudral Step-by-Step. The participants also wanted a clear guide to either the options they 
could take (e.g., to negotiate, to sue, to move, to report the landlord to an agency), or a guide to 
the exact steps to follow to file a document, raise a complaint, apply for assistance, or other 
procedure. Participants did not want just a menu of options, they also wanted a distilled list of 
specific actions to take. 

- Service Directory. Many participants remarked that they would note down the organizations that 
the AI tool recommended, to visit their websites and possibly call for help. Even if many of the 
participants felt confident in solving problems on their own using the Internet, they appreciated 
having a curated directory of human services to use if the DIY approach did not work.  

Participants not only appreciated these 3 kinds of content that the AI offered them, they also appreciated 
that it was presented in a clear, uncluttered way. This combination of specific guidance and user-friendly 
interface design indicated that the AI was valuable to them as a starting point to understanding their 
problem and what to do. AI tools may become a common "first step" when problem-solving. Instead of a 
search engine, people may go to AI chat to get an executive summary of what their problem is, what 
options they have, and what to do next. As many participants mentioned, they would go from this AI tool 
to then explore a search engine or a social media site like Reddit. These other platforms become follow-
up tool to verify information the AI has given, and to deepen understanding and support. 

Hypothesis 2: Many people will over-rely on AI tool’s explanations about the 
law, even if there are warning disclosures or statistical details.  
Traditional disclosures, presented in terms of service and warning boxes to the sides of interfaces, may 
not be sufficient to protect many people from possible consumer harms of relying on information about 
legal rights, procedures, and services. Nor may more technical warnings that give information about the 
tool’s confidence level or probability of accuracy. Based on participants’ feedback, many people will not 
engage with these warnings both because of the burden of reading extra information, but also because 
they don’t want to have a cloud over the content they are receiving from the AI. Several participants 
indicated that these warnings would upset them, because they felt the AI was giving them clear, important 
information to deal with a problem, and they wouldn’t want warnings to ‘rain on their parade’. 

This potential avoidance of warnings and technical details is concerning, because there are several quality 
problems that we observed with the information that the AI tool presented. Though the tool effectively 
communicated in plain language with clear, actionable presentations, it did not always present high 
quality information about the substantive law, procedural steps, or services to use. This raises the concern 
of legal help information that looks good at first interaction, but actually is incorrect, unhelpful, or 
inapplicable to the person’s situation. This phenomenon could be called ‘ersatz legal help’. 

In particular, the AI presented three kinds of ersatz legal help: outright hallucinations of legal 
information; correct information presented without sufficient context ; and correct but unhelpful or 
inapplicable information. Outright hallucinations included presenting legal cases about tenant’s rights that 
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could not be found upon later research; it seems the AI tool created new, but real-seeming cases to answer 
the participant’s questions about legal precedents. More frequent were instances in which the AI 
presented correct information without sufficient context, like when telling participants that they had a 
certain amount of time before facing eviction, without informing them of possible exception scenarios 
that would complicate this. The AI tool also frequently referred participants to organizations that do not 
offer any direct services (like NLIHC, which has no resources or services for tenants, but rather focuses 
only on policy and data), or to services that were for the wrong jurisdiction (like sending a Californian to 
the Colorado state bar association).  

In these situations of ersatz legal help, the participant did not recognize that there was a quality issue with 
the information being presented. They assumed that the information was correct and applicable, though 
they reported that in real life they would double-check the accuracy by searching online after using the 
tool.  They may discover after future Google searching that the case Bard told them about does not exist. 
They may realize when they come to court or talk with a lawyer that they have been relying on legal 
rights or rules for another jurisdiction, or that do not exist at all. They may try to file a motion to vacate an 
eviction in court, only to realize that they cannot because their landlord has not filed an eviction lawsuit 
against them, they have only given them a warning notice. These situations of ersatz legal help on AI 
platforms seems to be different than quality issues occurring on other platforms, like search engines. 
Because the AI platforms deliver a response in paragraphs and lists to the user, rather than a list of options 
on a search engine results page, users may be more likely to rely on the AI’s responses as the ‘answer’. 
More research is needed to compare people’s confidence in different types of AI results, and compared to 
search engine results. 

Among our participants, we recognized three different personas when it came to critically assessing the 
quality of legal information and the risks with relying on it to take an action in response to an eviction 
warning notice.  

Type 1: “I’m Going to Screenshot This”: The first type of user perceived the AI tool's responses as 
evidence they could use to support a message they planned to send to another party. A minority of our 
small convenience sample (2 out of 15) were in this persona group. These users would employ the tool's 
responses, such as screenshots, copied text, or attachments, in an email, letter, or text message to their 
landlord, using it as authoritative information to substantiate their case. They would assert their rights, 
stating that they would not relinquish their apartment and provide the AI tool's output as the basis for their 
argument. Future researchers should explore how frequent this behavior is, because it involves concerning 
risks of reliance on incorrect or hallucinated legal information. 

Type 2: “Tell Me The Law (and I’ll Cherry-Pick From There)”: The second type of user sought the 
AI tool as a way to get a definitive answer about the law. In our small sample, we identified this type of 
behavior in 4 of 15 participants. This kind of participant would scan the presented content and seize upon 
specific details, such as a 30-day notice requirement or exceptions for unforeseen circumstances. These 
users were primarily looking for confirmation of their own suspicions, and the AI tool would provide 
them with specific information that aligned with their expectations. Some users would then verify the 
answer by conducting additional research, while others would directly employ the content as a reference 
point when engaging with their landlord or seeking assistance. Essentially, they would extract the specific 
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information from the AI tool's response, either by clipping it out or paraphrasing it, and assert that it 
represented the answer. Some users would validate the information, while others would not. 

Type 3: “Now I Know What to Research”: The third group of users regarded the information provided 
by the AI tool as a framework rather than a definitive answer. The majority of our participants (7 out of 
15) were in this persona group. This group found it valuable and helpful in guiding their understanding of 
the problem at hand. They expressed sentiments such as, "Previously, I had no idea how to approach this 
problem, but now the tool has helped me understand what questions to ask or how to consider it." 
However, they did not treat the AI tool's output as a statement of the law or use it as evidence of their 
rights or the obligations of others. Instead, they carefully read the content and recognized that they needed 
to conduct further research by referring to specific authoritative sources, such as government websites or 
trusted organizations. They acknowledged their lack of knowledge regarding the legality of a two-week 
notice, for example, and realized the need to engage in discussions with their landlord, review local laws, 
or thoroughly examine the lease agreement. The AI tool served as an educational resource, providing 
them with a starting point, highlighting keywords and key questions. They would then either continue 
using the AI tool or explore other sources to gain a comprehensive understanding of the law and its 
application to their situation. 

Participants differed in critical thinking regarding the sources, quality, and usefulness of the AI tool. 
Some demonstrated an ability to think critically about information sources by explaining that they knew 
the importance of looking for nuances, exceptions, and local and state laws when searching online. Some 
participants remarked that information available online can be unreliable or spam, and that AI tools might 
provide them with hallucinations that looked authoritative but were incorrect. Our research team observed 
that these participants brought critical thinking to their interactions with AI, but still reported its value as 
an orientation framework. Other participants, however, were eager to make use of the AI tool’s statements 
about the law, and said they would use it immediately without verifying it. These participants were not as 
aware of the importance of jurisdiction and nuance around legal information, and also were not as aware 
of the potential for AI hallucinations. Future researchers may add in a screening module to identify study 
participants’ media and technology literacy, to ascertain how practiced they are in verifying the accuracy 
of information they receive online and how much they know about verifying legal information. 

With these patterns of over-reliance on the AI’s legal information and the reluctance to engage with 
warnings or technical details, technology platforms, legal industry, and government policy-makers must 
explore other ways to protect people from possible harms that might result. By thinking about specific 
harms, technology companies that operate AI tools might better be able to mitigate risks and protect 
people from bad outcomes. For example, platforms could explore this initial list of quality problems, and 
devise ways to adjust their model, guardrails, and partnerships with domain experts to lessen the risk of 
harm. 

- Bad referrals, in which the platform presents the user with a curated list of groups who can help 
them, but that contains inapplicable organizations. This can be addressed by a collaboration with 
domain experts in legal services and courts, to identify the local groups that have expertise and 
capacity for a given problem type in a jurisdiction. 

- Hallucinations of legal cases, that are presented to people who ask for precedent, legal rules, and 
other past situations close to theirs. AI platforms could put up a manual guardrail against 
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presenting case citations. If asked for legal references, they could direct people to look up cases 
on their own or decline to answer. 

- Incorrect jurisdiction laws and procedures, in which the platform offers timelines, forms, and 
options that are correct for another location but not the user’s. The tool could be programmed to 
respond to a legal-seeming question with a question about where the problem is happening.  The 
tool could then consult a jurisdiction-specific model to return a response that drew from the 
correct location. 

- Cherry-picking legal details, in which the user recognizes one date or legal phrase and does not 
pay attention to the context and warnings the tool provides. The tool offer a high-profile link, 
with an image or button, to encourage the person to visit a guide, form, intake line, or FAQ page 
from a local legal help organization for the issue area. This could more prominently direct the 
person to either engage with the complexity of the law, or find someone who can help them do so. 

Domain experts, technology companies, and community members can work together to further identify 
the specific bad outcomes that might result from people using legal help AI to understand the law, find 
what steps to take, and seek help. They can then collaborate on new technical, interface, and policy 
solutions that can mitigate these risks. 

Conclusions 
This initial qualitative study of people’s interactions with AI for legal help identifies themes, user 
archetypes, and hypotheses that future research can explore. The study demonstrates that it is possible to 
gather empirical data from community members about how they would use AI to deal with legal 
problems, what they find valuable and harmful, and what preferences they have for future interfaces, 
technical design, and policies for these AI tools. 

Though this study indicated that there is no single, universal ‘member of the public’ to design legal help 
AI tools for, it does point to some patterns and hypotheses that future interviews, surveys, workshops, and 
townhalls might investigate further. The study’s participants indicated a general enthusiasm and optimism 
around how AI can help them understand the law, protect themselves, and feel a sense of control and 
dignity. Domain experts worry about whether this enthusiasm might come at the price of low-quality 
information or other harms, but this worry is not helpful without clear understandings of the possible 
harms, of how people are likely to interact with policy measures like warning notices or technical 
explanations, and of the ideal solutions that community members prefer. 

Future studies and policy-making efforts should concentrate on identifying these specific preferences, 
behaviors, and quality problems, building off of this limited initial survey. This future work might then 
result in a definitive risk typology, of the actions and outcomes that technology companies, legal 
professional groups, and government agencies must plan around, as well as the interface and technical 
solutions that are most likely to engage users and mitigate these risks. Ongoing, human-centered research 
can ensure that the potential for AI to close the justice gap can be realized, while the public is also 
empowered and protected. 
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